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Objective. To develop a quasi-experimental method for estimating Population Health
Management (PHM) program savings that mitigates common sources of confounding,
supports regular updates for continued program monitoring, and estimates model
precision.
Data Sources. Administrative, program, and claims records from January 2005
through June 2009.
Data Collection/Extraction Methods. Data are aggregated by member and
month.
Study Design. Study participants include chronically ill adult commercial health plan
members. The intervention group consists of members currently enrolled in PHM,
stratified by intensity level. Comparison groups include (1) members never enrolled,
and (2) PHM participants not currently enrolled. Mixed model smoothing is employed
to regress monthly medical costs on time (in months), a history of PHM enrollment,
and monthly program enrollment by intensity level. Comparison group trends are
used to estimate expected costs for intervention members. Savings are realized when
PHMparticipants’ costs are lower than expected.
Principal Findings. This method mitigates many of the limitations faced using tradi-
tional pre-post models for estimating PHM savings in an observational setting, sup-
ports replication for ongoingmonitoring, and performs basic statistical inference.
Conclusion. This method provides payers with a confident basis for making invest-
ment decisions.
Key Words. Cost savings, cost effectiveness, mixed model smoothing, population
health management, disease management

Rising health care costs are a major concern facing employers, managed care
organizations, and other payers of health care services across the nation.
Those who use the highest amount of health care resources are often those
with multiple chronic conditions (Hoffman, Rice, and Sung 1996; Wolff,
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Starfield, and Anderson 2002), and a large portion of their costs are thought to
be preventable through behavior modification and symptom management
(Wolff, Starfield, and Anderson 2002). In an effort to contain costs for multi-
morbid populations, Population Health Management (PHM) programs have
flourished in the past decade (Wheatley 2002; Juster et al. 2009). PHM has
been described as “a proactive, organized, and cost-effective approach to pre-
vention that utilizes newer technologies to help reduce morbidity while
improving health status, health service use, and personal productivity of indi-
viduals in defined populations” (Chapman and Pelletier 2004). For managing
those with chronic illness, interventions typically consist of nurse case man-
agement, telemonitoring, health coaching, motivational interviewing, and
condition-specific health education to inform individuals about their condi-
tion and to assist them in developing self-management skills. The goals of
PHM include improved health and productivity, reduction in modifiable risk
factors, promotion of appropriate health care utilization, and reduction of pre-
ventable hospitalizations, which should ultimately result in lower health care
costs ( Johnson 2003; Kindig and Stoddart 2003; Villagra and Ahmed 2004;
Seto 2008; Gary et al. 2009; Hibbard, Greene, and Tusler 2009).

Despite the belief in the success of PHMprograms, there is little evidence
to suggest that they significantly reduce health care costs. The cost-effective-
ness results in the literature tend to be inconclusive ormixed, with some studies
demonstrating savings (Sidorov et al. 2002; Cousins and Liu 2003; Villagra
and Ahmed 2004; Sylvia et al. 2008; Cloutier et al. 2009; Dall et al. 2010),
whereas others do not (Galbreath et al. 2004; Turner et al. 2008; Nyman,
Barleen, and Dowd 2009; Peikes et al. 2009). Results from these prior studies
are often suspect, however, due to the frequent use of weak research designs.
The validity issue is particularly concerning given that studies lacking in meth-
odological rigor tend to report higher savings and return on investments
(ROIs) than studies with more rigorous designs (Linden 2006; Maciejewski,
Chen, and Au 2009). For example, studies that have demonstrated significant
cost reductions are often those using weaker research methodologies such as
pre-post designs without a comparison group, small sample sizes, inadequate
observation lengths, and oversimplified statistical methods (Wagner 1998;
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Selby et al. 2003; Congressional Budget Office 2004; Fitzner et al. 2004). On
the other hand, studies using randomized techniques often failed to detect sig-
nificant cost savings related to PHM (Galbreath et al. 2004; Turner et al. 2008;
Peikes et al. 2009). Even in experimental settings, however, the use of an inten-
tion-to-treat approach that does not consider intensity or duration of participa-
tion in the delivered interventionmay dilute the impact of PHMprograms and
hinder the ability to detect significant cost savings.

To confidently evaluate the fiscal impact of PHM programs, an
improved method is needed. In health care settings, an experimental design is
not often feasible due to ethical or contractual issues. The National Committee
for Quality Assurance (NCQA) has recognized that randomized control trials
are impractical within health plans (Fetterolf, Wennberg, and Devries 2004).
Consequently, most researchers are limited to observational studies using
some form of pre-post design (Wilson et al. 2004). The difficulty is that these
types of designs are plagued by multiple confounding factors that need to be
addressed to preserve the internal validity of the findings.

One group of pre-post designs, although the most prominent design
used for program evaluation ( Johnson 2003; Linden, Adams, and Roberts
2003), can be limited by a number of confounders, including history, matura-
tion, and regression to the mean. History effects may call into question the
results if an event occurred between the pre and post measurements that
impacted the outcome but was unrelated to the intervention or not of specific
interest (Cook and Campbell 1979). Maturation involves the natural changes
within participants through the passage of time, such as aging, tiredness, and
hunger. This threat is of particular concern for PHM program evaluation
given that a participant may improve naturally over time, regardless of
whether they participate in the program (Cook and Campbell 1979). Regression
to the mean suggests that extreme observations (in either direction) will eventu-
ally move toward the mean (Galton 1886), particularly if the observations are
extreme due to measurement error (Cook and Campbell 1979). When
PHM participants are selected based on extreme characteristics, such as a
catastrophic event that leads to an expensive hospitalization, it is likely that
participant costs will decrease over time regardless of the intervention (Cook
and Campbell 1979; Fetterolf, Wennberg, and Devries 2004; Galton 1886).
Using a one-group pre-post design, it is difficult to determine whether a
change in participant outcomes is due to the intervention or to these
confounding effects. The introduction of a comparison group can limit each of
these threats. By measuring the changes in an equivalent comparison group
from pre to post, which is also impacted by history, maturation, and regression
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to the mean, the remaining differences between groups can be more confi-
dently attributed to PHMprogram involvement.

Other common pre-post design elements that may limit study validity,
even in a randomized setting, are the use of inadequate observation periods
and few repeatedmeasures to estimate the impact of PHMon cost. PHM eval-
uations frequently compare costs in the year prior to implementation to costs
in the following year. Although this is an accepted method of evaluation, it
may not adequately control for bias or other confounders. Employing a longi-
tudinal design, with longer study periods and more frequent repeated cost
measures, has been recommended as a better method for measuring changes
over time in a natural environment (Linden, Adams, and Roberts 2003). Lon-
gitudinal data analysis can distinguish temporal changes within individuals
from cross-sectional baseline group differences while accounting for the corre-
lation between repeated observations. When the longitudinal relationship
between PHM participation and cost is smaller than the cross-sectional rela-
tionship, the efficiency of the cost savings estimate can be improved by taking
additional measurements on each person. Furthermore, increasing the within-
subject variation in time with longer observation periods will increase the
power, and thus the precision, of the savings estimate (Diggle et al. 2002).
Longer follow-up periods can also help reduce any lingering effects of regres-
sion to the mean by continuing to measure group differences after the natural
regression has occurred (Linden, Adams, and Roberts 2003).

One method of analysis that combines the benefits of longitudinal data
with a quasi-experimental design is mixed model smoothing. This semipara-
metric longitudinal modeling approach uses both fixed and random effects to
estimate risk-adjusted cost trends over time while accounting for autocorrela-
tion. The flexibility of mixed model smoothing allows for the detection of
group-specific cost trend fluctuations over time, while the smoothing compo-
nent reduces the influence of outliers (Anderson and Jones 1995; Wang 1998;
Wand 2003; Ngo and Wand 2004; Maringwa et al. 2008; Jacqmin-Gadda,
Proust-Lima, and Amiéva 2010). In addition, inclusion of regular (e.g., quar-
terly) spline terms can aid in the measurement of natural changes due to
seasonality and other history effects that impact both groups. Once these natural
variations are removed, the remaining differences can be used to estimate the
impact of PHMon costs.

In a quasi-experimental setting, identification of an adequate compari-
son group is also key to ensuring the internal validity of savings estimates.
Without randomization, it is important to reduce and/or statistically control
for preexisting group differences as much as possible to assess causality.
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Selection bias is a common threat for quasi-experimental designs. When
participants self-select their study group based on whether they choose to par-
ticipate in PHM, selection bias is introduced. This is particularly concerning
when those who choose to participate are inherently different from those who
do not. Some of the methods for controlling selection bias include the use of a
historical control group (Linden, Adams, and Roberts 2003; Dall et al. 2010),
the selection of participations from other groups or sites that do not offer
PHM services (Cousins and Liu 2003), and difference-in-difference models
that use repeated observations to compare participants against themselves at
earlier time points and then compare pre-post differences between groups
(Nyman, Barleen, and Dowd 2009; Song et al. 2011).

The primary goal of the current research is to develop a consistent
model for producing sound PHM cost savings estimates in a quasi-experimen-
tal setting. The framework should generate savings estimates that can account
for natural temporal change, selection bias, and subject-specific regression to
the mean effects and should be flexible enough to accommodate regular
updates for the continued monitoring of PHM program effectiveness. A sec-
ondary goal is to assess the influence of sampling variability on the precision
of the savings estimate to perform basic tests of statistical inference.

METHODS

The framework for estimating cost savings is developed using a commercial
health plan population of employed individuals and their dependents enrolled
between January 1, 2005 and June 30, 2009. Although a limited form of PHM
services was available for health planmembers since 2003, amore formal, struc-
tured PHM program was implemented in mid-2005. The new PHM program
targeted members with at least one of the following chronic conditions: cardio-
vascular disease (i.e., hypertension, heart failure), asthma, diabetes, cancer, and
chronic obstructive pulmonary disease (COPD). Two intervention intensity
levels were available for members who opted in to the program: (1) a High
Intensity level offering nurse case management, and (2) a Low Intensity level
providing quarterly educationalmaterial regarding relevant health condition(s).

Participants

The current analysis includes adult (18+) health planmembers enrolled during
the study period with at least one of the conditions targeted by the PHM
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program. Eligible members are assigned to one of four study groups based on
their current and prior history of PHM participation. Two intervention groups
consist of members currently enrolled in the PHMprogram eachmonth strati-
fied by intensity level. In addition, two comparison groups are available.
Comparison Group 1 includes members who did not participate in PHM
because they opted out, they could not be contacted, or their employer did not
purchase PHM services. Comparison Group 2 consists of PHM enrollees
during months when they are not enrolled.

Data

The data include health plan administrative data, PHM program records,
and claims payment information spanning the period from January 2005
through June 2009. Data are aggregated at the month level for each mem-
ber, where members could have up to 54 repeated observations based on
the number of months they were enrolled in the health plan during the
study period.

The predictors used to describe the cost trends include the following:

● Time: The primary term is a continuous measure of calendar month
from 1 to 54, with 1 representing January 2005 and 54 representing
June 2009. From this measure, quarterly knots are used to create
linear spline terms spanning the entire study period. Each spline
term is set to 0 until the knot, thereafter increasing by 1 each month
through June 2009.

● Group: A set of dummy variables are used to identify the following
study groups:

○ Never enrolled in PHM (Comparison Group 1)

○ Enrolled at PHM at some point during the study period but not
enrolled in the current month (Comparison Group 2)

○ Currently enrolled in High Intensity PHM

○ Currently enrolled in Low Intensity PHM.

The group indicators are time dependent. Participants with a history of
PHM enrollment can move between High Intensity, Low Intensity, and Com-
parison Group 2 depending on their enrollment status in the given month.

The outcome measure is per member per month (PMPM) medical costs,
defined as the sum of all the medical claims incurred in a given month.1 The
covariates include age at program identification, gender, and health risk (as
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measured by a 5-point ordinal measure of current resource use produced by
the Johns Hopkins Adjusted Clinical Groups® Case-Mix System, where
higher scores indicate higher resource utilization).

Analysis

The goal of the current framework is to elucidate the causal effect of PHM
participation on costs. In theoretical terms, this is done by estimating the
difference between observed (or factual) monthly costs for current PHM
participants and their expected (or counterfactual) costs if they were not
enrolled (Rubin 1974; Rosenbaum 1984; King and Zeng 2001). Although
claims data can be used to determine the factual paid costs for members
while enrolled in PHM, there are no cost records for these same members
under an alternate scenario where they are not enrolled, and therefore the
expected costs must be estimated. Ideally, in an experimental setting, the
comparison group cost trend should represent the counterfactual costs for
PHM participants if they had not enrolled. However, without the benefit of
random assignment, the intervention and comparison groups may not be
directly comparable due to baseline covariate differences that lead to
biased cost trend estimates (Rosenbaum 1984). To assess the causal impact
of PHM participation on costs in an observational setting, the current
framework uses the cost trend for the comparison group as the expected
cost trend estimate, although the baseline costs are adjusted to equal the
baseline costs for PHM participants. This adjustment assists in isolating the
differences in the cost trend over time that are related to program partici-
pation while parsing out the differences due to baseline covariate imbal-
ances.

The first step in estimating PHM cost effectiveness is to estimate the
PMPM cost trend for each study group. This is accomplished using mixed
model smoothing. The model uses fixed effects for the covariates and a ran-
dom intercept term to account for autocorrelation. A combination of fixed
and random effects is employed to estimate group-specific cost trends; fixed
effects for the linear time function and random effects for the quarterly spline
terms of degree one. Both time functions are interacted with group to estimate
group differences in costs over time.

The model is designed to estimate separate cost trends for each study
group. The equation modeled to assess the relationship between PHM enroll-
ment and PMPM costs is given as:
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ÊðYit Þ ¼ b0i þ b1ðMonthÞt þ b2ðNot Currently EnrolledÞit
þ b3ðNot Currently Enrolled�MonthÞit þ b4ðLow IntensityÞit
þ b5ðLow Intensity�MonthÞit þ b6ðHigh IntensityÞit
þ b7ðHigh Intensity�MonthÞit þ b8ðAgeÞi þ b9ðFemaleÞi
þ b10ðHealth Risk ScoreÞit
þ ½

X
ðk¼1 toK Þ

b1kðMonthit � KkÞþ��ðNever EnrolledÞit

þ ½
X

ðk¼1 toK Þ
b2kðMonthit � KkÞþ��ðNot Currently EnrolledÞit

þ ½
X

ðk¼1 toK Þ
b3kðMonthit � KkÞþ��ðLow IntensityÞit

þ ½
X

ðk¼1 toK Þ
b4kðMonthit � KkÞþ��ðHigh IntensityÞit

where Yit represents the PMPM costs (Y ) for person i (i = 1 � N ) at month
t (t = 1–54), b0i ~ N(0,r2b0). The smoothing splines functions are estimated
separately for each of the four study groups and are represented by the
equation:

ðMonthit � KkÞþ ¼ 0; Month�Kk
Month� Kk ; Month > Kk

�

where K1,…,Kk are a set of quarterly spline knots ranging from 1 to 17 and
bgk ~ N(0,r2[bg]) for g = 1–4 indicating the study group (Wand 2003).

Savings Calculation

After running the mixed model, the next step is to calculate the monthly mean
“adjusted” (factual) PMPM costs for High and Low Intensity participants’
based on their model-based predicted values. Mean adjusted costs for month
t, intensity j, is expressed by:

ÊðY jEnrolled in PHMÞtj ¼
Pn

i¼1;i2j ÊðYit Þ
h i

n

where j indicates either Low or High Intensity PHM participants and n repre-
sents the number of members enrolled eachmonth by intensity level. To calcu-
late expected (counterfactual) costs each month for these same participants if
they had not been enrolled in PHM, the mean adjusted costs for Comparison
Groups 1 and2 are used, although there is a baseline shift so that costs in the first
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implementation month are equal. Mean expected costs for month t, intensity j,
comparison c, is calculated using the following formula::

ÊðY jNot EnrolledÞtjc ¼
Pn

i¼1;i2c ÊðYit Þ
h i

n
þ ÊðY Þj ;t¼b � ÊðY Þc ;t¼b

h i

where c represents Comparison Groups 1 or 2 and b represents the baseline
month when the PHM program was first implemented ( June to September
2005 or t = 6–10). Next, the differenceD between adjusted and expected costs
is calculated for each month t, intensity level j, and comparison group c, as
represented by the equation:

ÊðDÞtjc ¼ ÊðY jEnrolled in PHMÞtj � ÊðY jNot EnrolledÞtjc
For each intensity level (j ) and comparison group (c ), the mean cost dif-

ference since the first implementation month is computed, weighted by the
number of PHM members enrolled each month, as expressed by the
following equation:

Cost Difference for Intensity j, Comparison c:

ÊðDÞjc ¼
P54

t¼b ÊðDÞtjc � ntj
h i

P54
t¼b ntc

h i

The cost difference for each intensity level is represented by the arithme-
tic average between the differences obtained using each of the comparison
groups. The cost difference is then aggregated across intensity levels based on
the average savings calculated for Low and High intensity, weighted by the
proportion of members enrolled in each intensity level. Last, to reduce the
sensitivity of the cost savings estimate to the starting month, the calculation of
the total cost difference is replicated using five different starting months ( June
through October 2005 or b = 6–10), and the final savings estimate is the aver-
age cost difference from the five models weighted by the number of monthly
observations used in the calculation. Using this framework, cost savings are
realized when, on average, the adjusted costs for PHM participants are lower
than expected (i.e., when the overall cost difference is less than 0).

Savings Estimate Precision

In a business setting, the cost savings estimate is usually the most meaningful
measure of success, with less (if any) emphasis placed on statistical uncertainty
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(Linden, Adams, and Roberts 2003). Nevertheless, the current analysis uses a
modified bootstrapping approach to determine whether the difference
between adjusted and expected costs is statistically significant. Rather than
replicating the savings model 100 times from the full study population, as is
done with traditional bootstrapping, this analysis samples participants, with
replacement, so that the number in each group (i.e., enrollees and non-enrollees)
matches the total number of members enrolled in PHM. This modification is
made to reduce the processing time needed to perform bootstrapping (from
approximately 2,200 to 96 hours). The results from the bootstrap samples are
used to calculate the pooled standard error (SE) for adjusted and expected
costs, although the SE for expected costs is adjusted for Comparison Group 1
to reflect that the bootstrap sample of comparison group members is smaller
than the full sample (Rosner 2010). The adjusted pooled SE is estimated as
follows:

ŜEðDÞjc
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
½ŜEðY jEnrolled in PHMÞj �2 þ ½ŜEðY jEnrolled in PHMÞjc �2 �

nbootstrap
nfull

r

where c includes Comparison Group 1 only. For Comparison Group 2, the tra-
ditional formula without adjustment is used to calculate the pooled SE. Lastly,
the 95 percent confidence interval (CI) for the cost difference is calculated
under the normality assumption using the adjusted pooled SE, represented by
the equation:

95% CI ¼ ÊðDÞjc � 1:96ŜEðDÞjc
A significant cost difference is reported if the 95 percent confidence

interval does not include 0 (Briggs,Wonderling, andMooney 1997).
The research study was approved by the Johns Hopkins University

School of Medicine Institutional Review Board.

RESULTS

The current framework was developed using a total of 12,965 health plan
members. The majority (10,804 or 83 percent) were never enrolled in the
PHM program, primarily because they opted out or could not be reached,
although a small portion (1 percent) did not participate due to ineligibility
(i.e., their employer did not purchase PHM services). The intervention group
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consisted of 2,161 members, with 51 percent in Low Intensity and 49 percent
in High Intensity. These same participants served in Comparison Group 2
during months when they were not actively enrolled (77 percent of 96,558
total member months). A description of the intervention and Comparison
Group 1 participants is included in Table 1.

Savings Rate

Comparisons of actual costs, expected costs, and cost savings are represented
graphically in Figures 1–4, with the cost savings estimates listed in Table 2. In
June 2005, the first of five baseline months, mean costs for Comparison Group
1, Comparison Group 2, Low Intensity, and High Intensity members are
$438.49, $675.29, $655.62, and $2,433.72, respectively. The differences sug-
gest that on average, High Intensity members start off with higher costs than
either of the comparison groups, particularly for non-enrollees (Comparison
Group 1). Comparison group baseline costs are more comparable for Low
Intensity members (Figure 1). (See Appendix A for illustrations of model fit
using actual and adjusted cost trends by group.)

Figure 2 illustrates the average monthly medical costs for all High Inten-
sity PHM participants from June 2005 through June 2009, adjusted for age,
gender, and health risk. Also shown are the expected cost trends for these
same members if they were not enrolled, as estimated by each comparison

Table 1: Participant Demographics by Study Group

Intervention

Comparison Group 1High Intensity Low Intensity

Members 1,069 1,092 10,804
Mean age at baseline (in years) 47.4 47.4 43.1
Percent female 70 67 63
Mean number of months in health plan 44.6 44.8 40.6
Prevalence of chronic conditions (%)
Cardiovascular disease 90 86 79
Hypertension 81 73 62
Heart failure 8 3 2

Diabetes 64 30 24
Asthma 28 24 24
COPD 11 5 4
Coronary artery disease 25 13 10
Kidney disease 13 4 3
Cancer 1 1 5

Multiple (2+) chronic conditions (%) 90 81 71
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group. Although the graph uses June 2005 for illustrative purposes, the final
savings rate is calculated using five different starting months ( June through
October; see Appendix B for a full list of savings estimates by starting month).
In general, adjusted costs are lower than expected given the cost trends for the
comparison groups, particularly when considering the expected cost trend
based on members more likely to enroll (Comparison Group 2). The average
cost difference obtained using each of the expected cost trends is �$277.93
(p � .05), indicating that participants in the High Intensity intervention incur
monthly costs that are $277.93 lower than expected without the PHM
program, although the difference is not statistically significant.

The next figure (Figure 3) replicates the previous illustration with the
adjusted and expected pmpmmedical costs for Low Intensity members. Similar
to thefindings forHighIntensity, thecostdifferences forLowIntensityvarybased
on the comparison group used to estimate the savings. On average, pmpm costs
for Low Intensity members are $247.39 lower than would have been expected
withoutPHMinvolvement, and thisdifference is statistically significant (p < .05).

The monthly differences between actual and expected costs are depicted
by comparison group and intensity level in Figure 4. The cumulative cost dif-
ference across intensity levels is �$145.63 (p � .05) based on Comparison
Group 1 expected costs and�$380.30 (p � .05) based onComparisonGroup 2.

Figure 1: Adjusted PerMember PerMonth Cost Trends by Group
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The weighted average cost difference across intensity level and comparison
group is�$262.96 per participant permonth (p � .05). This indicates that, on
average, PHM participants cost $262.96 less than they would have without
PHMprogram services, although this difference is not statistically significant.

DISCUSSION

The current study provides a sound, consistent method for calculating PHM
cost savings estimates using observational data. This method reduces the
threats to internal validity that have plagued much of the prior research on
PHM cost effectiveness.

First, rather than using a simple pre-post design with only two repeated
measures, the current framework involves a longitudinal data analysis of
monthly observations spanning over 4 years. Longer study periods help to
improve model fit (Linden, Adams, and Roberts 2003), and studies with
longer follow-up periods allow for the detection of changes to PHM program
cost effectiveness over longer implementation periods. However, even when

Figure 2: Adjusted and Expected Per Member Per Month Costs for High
Intensity Members Since the Start of the Population Health Management
Program
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compared to other longitudinal designs withmultiple yearly outcomemeasures,
the current framework’s use of monthly outcomes increases the number of
observations, which further enhances the model’s ability to characterize cost
trends over time. In addition to improving model fit, monthly observations
enable the detection of smaller variations in cost trends that would likely have
been lost when averaging across year-long observation periods.

The validity of the current framework is also enhanced by the quasi-
experimental design. The identification of a similar comparison group limits
the threats of history, maturation, and regression to the mean that are common
to observational studies lacking such a comparison.

Without randomization, however, it is difficult to tell with certainty
whether cost differences are a result of the program or of preexisting differ-
ences between those who choose to participate and those who refuse (e.g.,
selection bias). In the current study, comparisons of the baseline costs suggest
that the groups were not equivalent at baseline. The selection bias threat is
partially limited by the inclusion of a small number of members in Compari-
son Group 1 who did not enroll because their employer did not purchase
PHM services. The uncertainty caused by selection bias is also limited by

Figure 3: Adjusted and Expected Per Member Per Month Costs for Low
Intensity Members Since the Start of the Population Health Management
Program
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focusing on differences in trends, rather than observed mean differences. The
current model accounts for baseline differences by shifting the comparison
group cost trend to meet the baseline costs for intervention members. Because
the baseline mean costs for Comparison Group 1 members are lower than
those demonstrated for intervention members, it is likely that using the cost
trend for nonparticipants underestimates the expected trend for the interven-
tion members. Thus, it provides a more conservative estimate of the savings.

To further overcome the uncertainty caused by selection bias, a second
comparison group is identified. Comparison Group 2 reduces baseline group
differences in morbidity, risk, and utilization as it is made up of the exact same
members as the intervention group during months when they are not enrolled
in PHM. The cost trend for this comparison group is often steeper than that
found for Comparison Group 1, which supports the notion that the first com-
parison group underestimates expected costs. As Comparison Group 2 is
more similar to intervention members, it could be argued that the cost differ-
ence obtained using this comparison group is a better estimate of the true
savings. Instead, the current framework takes a more conservative approach
to cost savings estimation by taking an average of the cost differences calcu-
lated using both comparison groups.

Figure 4: Adjusted and Expected Per Member Per Month Cost Differences
by Intensity Level and Comparison Group
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The current framework’s operationalization of time in calendar months,
rather than a more pre-post approach, further enhances its internal validity.
With quasi-experimental pre-post designs, regression to themean can still limit
study findings, particularly when baseline group differences exist. If pre-inter-
ventionmeasures indicate that costs are typically higher for interventionmem-
bers than for the comparison group, then regression to the mean suggests that
regardless of PHM involvement, the decline in costs with each subsequent
measurement following implementation is likely to be more extreme for the
intervention groupbecause their costs started further from themean.Aprobable
consequence of this method is overinflated savings estimates that may be par-
tially or fully explained by regression to themean. The current study limits this
threat by modeling time in calendar months instead of months since PHM
enrollment. By doing so, intervention group costs are characterized by the
average costs across members with different lengths of program enrollment,
from newly enrolled members to those who have been enrolled for years, and
thus the threat of regression to themean is significantlymitigated.

Another important enhancement introduced by this method is its flexi-
bility to accommodate regular replications for the continued monitoring of
PHM program effectiveness. With the utilization of monthly observations, the
savings rate can be updated each month as more claims data become avail-
able. The savings rate can also be used to estimate the ROI, which is another
important funding consideration.

Although the current framework includes multiple enhancements to
preexisting cost savings methodologies, additional improvements could be
made to strengthen both internal and external validity. First, when identifying

Table 2: Adjusted and Expected Cost Differences in Dollars

Cost Difference by
Intensity Level ($)

Comparison Group 1 Comparison Group 2 Total
Difference (95%CI) Difference (95%CI) Difference (95%CI)

Low intensity �120.83
(�229.41,�12.25)*

�373.96
(�593.68,�154.24)*

�247.39
(�411.61,�83.18)*

High intensity �169.48
(�697.69, 358.73)

�386.39
(�1,340.68, 567.91)

�277.93
(�1,025.20, 469.34)

Total �145.63
(�416.73, 125.47)

�380.30
(�878.26, 117.67)

�262.96
(�647.52, 121.60)

Note. Negative cost differences indicate Population Health Management program savings. Total
savings rates for each intensity level are computed based on the mean savings rate across compari-
son groups. Savings are aggregated across intensity levels based on the average savings rate for
low and high intensity weighted by the proportion of interventionmembers enrolled in each inten-
sity level.
*Statistically significant cost differences.
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comparison groupmembers, propensity scores could be incorporated into the
sampling process to further enhance group comparability at baseline. Second,
the use of alternative smoothing techniques that place a greater penalty on
deviations from the mean could reduce variability. Improving the precision of
the estimate could help to increase the model’s ability to detect significant cost
differences. Last, the current study would need to be replicated using popula-
tions other than employed members of a commercial health plan to ensure the
generalizability of the framework to older or unemployed populations (e.g.,
Medicare, Medicaid).

By utilizing this framework for estimating PHM savings, national, state,
and private payers who hold the risk for health care expenditures will have a
confident basis on which to make investment decisions. Ideally, through the
provision of effective, cost-efficient PHM services to those in need, the health
of multimorbid populations can be improved and the rising trend in health
care costs can be contained or even reduced.
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NOTE

1. The outcome is limited to medical costs due to the lack of pharmacy claims data for
the entire study duration. Extensive analyses were conducted to compare the total
andmedical-cost-only models (where pharmacy data were available), and the pmpm
savings rates only differed by approximately $10. Thus, the medical cost model is
considered a close approximation of the total cost model.
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